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Abstract 

This study aims to compare the two main variants of exponential smoothing methods in the context of business forecasting: Single 

Exponential Smoothing (SES) and Double Exponential Smoothing (DES). In this study, we applied these three methods to the data 

on Monthly Passenger Car Registrations in Canada from 2019 to 2022. The performance of each method was evaluated using Root 

Mean Square Error (RMSE) as the primary metric. The analysis results showed that Single Exponential Smoothing (SES) 

produced the best performance with the lowest RMSE of 13.07859 for an alpha of 0.6, compared to DES, which yielded higher 

RMSE values. These findings indicate that although DES have the capability to handle trends and seasonality, in some cases, 

especially when the data has single fluctuations without significant seasonal patterns or trends, SES can provide more accurate 

forecasting results. This study provides valuable insights for practitioners in selecting the most appropriate forecasting method 

based on the characteristics of the data at hand. 
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1. Introduction* 

Forecasting is a crucial aspect of business management and strategic decision-making. In various fields such as 

finance, marketing, and operations, the ability to predict future behavior based on historical data is highly valuable 

(Sarker, 2021; Thakkar & Chaudhari, 2021; Surendro, 2019). One of the widely used methods for this purpose is 

exponential smoothing. This method offers a simple yet effective approach to generating accurate predictions. 

Exponential smoothing is a forecasting technique that uses weighted moving averages to smooth data and predict 

future values (Hyndman & Athanasopoulos, 2018). This method places greater weight on the most recent data, 

making it more responsive to changes in trends and patterns compared to other, more conservative forecasting 

methods. There are several variants of exponential smoothing, including Single Exponential Smoothing (SES), 

Double Exponential Smoothing (DES), and Triple Exponential Smoothing (TES), each with distinct characteristics 

and applications (Tratar, L. F., Mojškerc, B., & Toman, 2016; Hyndman, Koehler, Ord, & Snyder, 2008). 

The primary advantage of exponential smoothing lies in its ease of implementation and computational efficiency 

(Ahmar, Fitmayanti, & Ruliana, 2021; Ahmar, Rahman, Rusli, Arss, & Panday, 2023). Additionally, this method can 

accommodate various data components such as level, trend, and seasonality, making it a flexible tool for a wide range 

of forecasting situations. With technological advancements and the increasing volume of available data, the use of 

exponential smoothing has become even more relevant and important in modern data analysis. 

This study aims to explore the use of exponential smoothing in the context of business forecasting, analyze the 

strengths and weaknesses of this method, and compare it with other forecasting techniques. Through a thorough 

literature review and detailed case studies, this study hopes to provide a comprehensive insight into how exponential 

smoothing can be effectively implemented in various forecasting scenarios. 
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With a better understanding of exponential smoothing, practitioners and academics can enhance their forecasting 

abilities, which in turn can aid in better decision-making and more effective business strategies. This study also aims 

to pave the way for the development of more advanced and adaptive forecasting methods in the future. 

2. Literature Review 

2.1. Single Exponential Smoothing (SES) 

The Single Exponential Smoothing method is a technique that uses very little historical data and assumes fluctuating 

or non-stationary data. Exponential smoothing is a weighted moving average forecasting technique where data is 

weighted by an exponential function. Exponential smoothing is an advanced weighted moving average forecasting 

method, yet it remains easy to use. This method uses very little historical data. The exponential smoothing formula 

can be shown as follows (Rachman., 2018). 

 𝐹𝑡+1 =∝ 𝑋𝑡 + (1−∝)𝐹𝑡−1  (1) 

Where; 𝐹𝑡+1 = Forecast for period 𝑡 + 1, 𝑋𝑡 = Actual value for period 𝑡, ∝ = Smoothing constant 0 < ∝ < 1, 𝐹𝑡−1 = 

Forecast for period 𝑡 − 1 

 𝐹𝑡 =∝ 𝐴𝑡−1 + (1−∝)𝐹𝑡−1  (2) 

Where; 𝐹𝑡 = New forecast, 𝐴𝑡−1 = Actual deand in the previous period, ∝ = Smoothing constant 0 < ∝ < 1 

2.2. Double Exponential Smoothing (DES) 

The Double Exponential Smoothing method is applied when the data exhibits a trend pattern. Exponential smoothing 

with a trend pattern is addressed through Single smoothing, where two components need to be updated in each period: 

the level (𝛼) and the trend (𝛽). The level is the smoothed estimation value at the end of each period, and the trend is 

the smoothed estimation of the average rate of change at the end of each period (Nazim & Afthanorhan, 2014) 

The following formulas are used in the Double Exponential Smoothing method (Primandari & Kartikasari, 2020) 

Level Smoothing: 𝐿𝑡 =∝ 𝑦𝑡 + (1−∝)(𝐿𝑡−1 + 𝑏𝑡−1)  (3) 

Trend Smoothing: 𝑏𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑏𝑡−1  (4) 

The forecast value for 𝑚 periods ahead is: 𝐹𝑡+𝑚 = 𝐿𝑡 + 𝑏𝑡𝑚    (5) 

Where; 𝐿𝑡 = level estimate for period 𝑡, ∝ = Smoothing constant for the data, 𝑦𝑡 = Data for period t, 𝛽 = Smoothing 

constant for the trend, 𝛽𝑡 = Trend estimate for period t, 𝑚 = Number of periods to be forecasted 

3. Research Method 

This study utilizes passenger car registration data in Canada sourced from the European Automobile Manufacturers' 

Association obtained from the Organisation for Economic Co-operation and Development (OECD Data). This data 

has a monthly structure, covering the period from January 2019 to March 2022. The data is collected without 

conducting experiments, or it's secondary data because it's obtained by downloading pre-existing data available on the 

platform https://data.oecd.org/. The steps used in conducting the analysis: 

a. Descriptive Analysis 

b. Forecasting using the Single Exponential Smoothing and Double Exponential Smoothing method 

c. Optimizing parameters for each method 

d. Comparing RMSE values to determine the best method 

e. Forecasting for the next 10 periods 

f. Creating a comparison plot of actual data and forecasted data 

g. Conclusion and recommendations 

https://data.oecd.org/
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4. Results and Discussions 

4.1. Descriptive Analysis 

 

Figure 1. Time series plot for the number of passenger cars 

In Figure 1, an upward data trend can be observed, indicating that an increase in egg prices means a decrease in egg 

availability, or vice versa. Additionally, the data shows fluctuating patterns, suggesting that it contains both trend and 

seasonal components. However, the seasonal pattern is not very pronounced due to the limited amount of data. This 

study will compare three methods are Single Exponential Smoothing and Double Exponential Smoothing to determine 

the best method based on the smallest Root Mean Square Error (RMSE). 

4.2. Single Exponential Smoothing 

The forecasting method for passenger car registration data in Canada using the Single Exponential Smoothing 

method. 

Input the parameter value α. The parameter is determined by trial and error, with values ranging between 0 and 1. 

Here, α values of 0.1, 0.3, and 0.6 are used. 

Smooth the data using the forecast package, where h is the number of periods to be forecasted, which is 10 periods 

ahead. Alpha is the smoothing parameter for each of the values 0.1, 0.3, and 0.6.  

Table 1. Accuracy of Calculation Results Single Exponential Smoothing 

Accuracy Test 
Smoothing Parameter (∝) 

0.1 0.3 0.6 

SSE 1244.2269 9638.5784 6670.9304 

MSE 329.3392 247.1430 171.0495 

RMSE 18.1477 15.7208 13.0786 

Based on the accuracy calculations on Table 1, it is evident that, among the three goodness-of-fit measures (SSE, 

MSE, and RMSE), the smoothing method with alpha = 0.6 has smaller accuracy values compared to the smoothing 

methods with alpha = 0.1 and alpha = 0.3. Therefore, in this case, it can be concluded that the smoothing method with 

alpha = 0.6 is better suited for forecasting the data. 

4.3.  Double Exponential Smoothing 

The forecasting method for passenger car registration data in Canada using the Double Exponential Smoothing 

method. 

Input the parameter values α and β: The parameters are determined by trial and error, with values ranging between 0 

and 1. Here, α = 0.1 and β = 0.1, α = 0.3 and β = 0.3, and α = 0.6 and β = 0.6 are used. 



Ahmar et.al |  Daengku: Journal of Humanities and Social Sciences Innovation, 2024, 4(2): 367–371 

370 

Smooth the data: Smooth the data using the forecast package, where ℎ is the number of periods to be forecasted, 

which is 10 periods ahead, for each of the parameter pairs: α = 0.1 and β = 0.1, α = 0.3 and β = 0.3, and α = 0.6 and β 

= 0.6. 

Table 2. Accuracy of Calculation Results for Double Exponential Smoothing 

Accuracy Test 
Smoothing Parameter (∝ dan 𝜷) 

∝= 0,1 𝑑𝑎𝑛 𝛽 = 0,1 ∝= 0,3 𝑑𝑎𝑛 𝛽 = 0,3 ∝= 0,6 𝑑𝑎𝑛 𝛽 = 0,6 

SSE 37462.1985 14464.7699 7728.2431 

MSE 960.5692 370.8915 198.1601 

RMSE 30.9931 19.2585 14.0769 

Based on the accuracy calculations on Table 2, it is evident that, among the three goodness-of-fit measures (SSE, 

MSE, and RMSE), the smoothing method with alpha = 0.6 and beta = 0.6 has smaller accuracy values compared to 

the smoothing methods with alpha = 0.1 and beta = 0.1 and alpha = 0.3 and beta = 0.3. Therefore, in this case, it can 

be concluded that the smoothing method with alpha = 0.6 and beta = 0.6 is better suited for forecasting the data.  

4.4. Comparison Method 

After performing forecasting using 2 methods, Single Exponential Smoothing and Double Exponential Smoothing, 

the root mean square error (RMSE) prediction values obtained shown in Table 3. 

Table 3. Methods Comparison Output 

Methods ∝ 𝜷 RMSE 

Single Exponential Smoothing 0,6  13.0786 

Double Exponential Smoothing 0,6 0,6 14.0769 

 

Figure 2. Forecasts from Single exponential smoothing 

 

Figure 3. Plot comparing the actual data and the smoothed data 

Based on the RMSE values, the best method for forecasting the passenger car registration data in Canada is 

determined to be the one with the lowest RMSE value is Single Exponential Smoothing. Therefore, the forecasting 
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results from the Single exponential smoothing method will be used to predict the car registration data for the next 10 

months is 43.1802. The forecast results can be seen in Figure 2.  

From the plot in Figure 3, it can be seen that the black line represents the actual data, while the red plot represents the 

forecast results from the Single Exponential Smoothing method. It is evident that the forecast results from the Single 

Exponential Smoothing method can predict the movement of the actual data. 

5. Conclusion 

Based on the analysis discussed earlier, the conclusions that: (1) based on the forecasting results using the Single 

Exponential Smoothing method, the optimal parameter value obtained is α equal to 0.6. The forecasting error 

measurement, Root Mean Square Error (RMSE), for this method is 13.0786, (2) based on the forecasting results using 

the Double Exponential Smoothing method, the optimal parameter values obtained are α equal to 0.6 and β equal to 

0.6. The forecasting error measurement, Root Mean Square Error (RMSE), for this method is 14.0769, (3) After 

conducting forecasting using Single Exponential Smoothing and Double Exponential Smoothing, it can be concluded 

that the best method for forecasting the passenger car registration data in Canada is the Single Exponential Smoothing 

method more effective, as it has a lower Root Mean Square Error (RMSE) compared to the Double Exponential 

Smoothing method. 
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